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• The proposed ETM can decrease spurious triggering events during the system with external disturbance.
• The controller can access much information during the system with disturbance under the ETM.
• A deception attack is considered in designing the filter for nonlinear networked systems.
• The problem of mismatched membership functions induced by networked communication is considered.
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a b s t r a c t

This paper is concerned with an event-triggered filter design for fuzzy-model-based cyber–physical
systems with cyber-attacks. Spurious events may be triggered under the conventional event-triggered
mechanism (ETM) when the sampling data has a rapid change arising from unpredicted external
disturbance. To avoid spurious decisions on data releasing a new ETM is proposed. Furthermore, the
communication network is vulnerable to attacks by malicious attackers. Under this scenario, a new
resilient filter is designed to ensure the security. Sufficient conditions are established to make the
filtering error system asymptotically stable. A numerical example is provided to show the effectiveness
of the proposed results.

© 2019 Published by Elsevier Ltd on behalf of ISA.

1. Introduction

On modeling nonlinear behavior, Takagi–Sugeno fuzzy model
is an effective approach to represent a class of nonlinear dy-
namic systems, and has many successful applications in indus-
trial processes [1,2]. In recent years, T–S fuzzy model has been
widely applied on filter design for nonlinear systems, and has
achieved fruitful theoretical results (see, for instance, [3–5], and
the references therein). The authors in [3] investigated a state
estimation problem for a class of nonlinear cyber–physical sys-
tems (CPSs) which is approximated by a T–S fuzzy model. In [5],
a T–S fuzzy model based filter design was developed for nonlinear
networked systems with saturation nonlinearities. Due to the ad-
vantage of networked framework for control systems, such as low
cost, simple installation and maintenance, and high reliability,
network-based filter design has received much attention [6–8].

The data transmission using a way of periodical sampling
and releasing is called time-triggered mechanism (TTM), which
is a popular method in networked control systems(NCSs). This
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method may result in a poor network quality of service (QoS),
especially for the large scaled system with a small sampling
period in that more data packets are released into the network
per unit of time. Significant efforts have been made to design an
event-triggered mechanism (ETM) for improving the network QoS
and the control performance of the networked control system [8,
9]. In [10], the authors proposed an event-triggered scheme for
sampled-data systems with a known controller. By using this
event-triggered scheme, the next sampling instant is depended
on the event-triggering condition rather than a fixed time period.
However, there are two big problems need to be addressed, the
one is a Zeno behavior, and the other is that the controller cannot
be co-designed with the event-triggered parameters. To over-
come these drawbacks, the authors in [6] developed a discrete
event-triggered scheme. To get a suitable threshold of the ETM,
adaptive thresholds were designed in [11–13]. For the purpose of
achieving better performance of both the network and the control
system, some other useful information is introduced, for example,
the network bandwidth utilization ratio and fault occurrence
probability were considered in [14]. To further reduce the com-
munication burden of each channel, a distributed event-triggered
mechanism and multiple quantization scheme were put forward

https://doi.org/10.1016/j.isatra.2019.02.036
0019-0578/© 2019 Published by Elsevier Ltd on behalf of ISA.

https://doi.org/10.1016/j.isatra.2019.02.036
http://www.elsevier.com/locate/isatrans
http://www.elsevier.com/locate/isatrans
mailto:gzh1808@163.com
https://doi.org/10.1016/j.isatra.2019.02.036


Please cite this article as: Z. Gu, X. Zhou, T. Zhang et al., Event-triggered filter design for nonlinear cyber–physical systems subject to deception attacks. ISA Transactions
(2019), https://doi.org/10.1016/j.isatra.2019.02.036.

2 Z. Gu, X. Zhou, T. Zhang et al. / ISA Transactions xxx (xxxx) xxx

in [15,16]. Based on event-triggered scheme, a fault detection
design method was put forward for discrete-time systems in [17].
In [18], the authors used an event-triggered control method to
study the consensus problem for asynchronous distributed multi-
agent systems. Borrowing the idea of designing the ETM for
continuous-time systems in [6], the authors in [19] designed an
ETM for discrete-time Markov jump systems. Under the above
ETMs, the data releasing rate can be decreased greatly. The re-
source of the communication and computation is then saved. It
should be noted that some spurious events may be triggered due
to rapid change of the state, especially when the system tends to
be stable, more spurious events are generated for some state jitter
arising from the external disturbance. However, little attention is
paid on this situation, which is a main motivation of this study.

Transmitting control signals over the network is vulnerable to
attacks by malicious adversaries. When the control signals are
modified or blocked by adversaries during the data transmission,
such as the system is under deception attack [20–23], denial-of-
service (DoS) attack [24,25], the control performance is expected
to deteriorate or even result in instability. Therefore, designing a
security filter is critical for the system with cyber-attacks, which
is another motivation in this study. The hybrid-triggered control
for T–S fuzzy model-based nonlinear systems with stochastic
cyber-attacks was designed in [26,27], where the probability of
attack-launching is governed by a independent Bernoulli variable.
Under deception attack, the distributed recursive filtering prob-
lem of discrete time-delayed systems was studied in [28]. The
estimation problem using distributed information fusion method
was investigated in [25] for cyber–physical systems architecture
under DoS attacks. In [29], the robust output consensus problem
for heterogeneous linear multi-agent systems in presence of ape-
riodic sampling and random DoS attack was investigated. Periodic
DoS jamming attacks, under an assumption that the jamer is
partially known, were studied in [24].

In this paper, we aim to design a resilient H∞ filter for T–S
fuzzy model based networked nonlinear systems with a novel
ETM under cyber-attacks. The main contributions of this study
can be summarized as follows. (1) a new ETM is proposed, un-
der which spurious triggering events may decrease when the
sampling data has a rapid change arising from external distur-
bance. Moreover, under this proposed ETM, the data releasing
rate during the system with disturbance is greater than the one
during other periods such that the controller can access much
information to stabilize the system; (2) a deception attack is
considered in designing the filter for networked systems. In order
to avoid being detected, it is assumed that the attack is state norm
bounded; and (3) by some suitable assumptions, the problem of
mismatched membership functions induced by networked com-
munication is considered, and new security criteria are proposed
for nonlinear networked filter design under the deception attacks
and the proposed ETM.

The rest of the paper is organized as follows. Section 2 presents
the system description and problem statement. In Section 3, a
fuzzy filter is designed for the system subject to deception attacks
with the proposed ETM. A numerical example is given in Section 4
to show the effectiveness of the proposed method.

Notation: Rn denotes the n-dimensional Euclidean space, Rn×m

is the set of real n × m matrices. ∥·∥ stands for the Euclidean
vector norm or spectral norm as appropriate. The notation X > 0
(respectively, X < 0), for X ∈ Rn×n means that the matrix X is a
real symmetric positive definite (respectively, negative definite).
XT represents the transpose of X . The asterisk ∗ in a matrix is
used to denote term that is induced by symmetry. Matrices, if
they are not explicitly stated , are assumed to have compatible
dimensions.

2. Problem formulation

2.1. Model description

Consider the following nonlinear system described by a T–S
fuzzy model with r plant rules.

Plant Rule i: If θ1(t) is Fi1 , . . . , θs(t) is Fis, then⎧⎨⎩
ẋ(t) = (Ai +∆Ai)x(t) + Biω(t)
z(t) = Cix(t)
y(t) = Lix(t)

(1)

where x(t) ∈ Rn is the state vector, y(t) ∈ Rm is the mea-
surement output, ω(t) ∈ Rq is exogenous disturbance belongs
to L2[0,∞) , z(t) ∈ Rp stands for the output to be estimated,
Fig is a fuzzy set (g = 1, 2, . . . , s), θ1(t), θ2(t), . . ., θs(t) are
the premise variables, Ai, Bi, Ci, and Li are known real matrices
with appropriate dimensions. ∆Ai(t) denotes the norm-bounded
uncertainties, and ∆Ai = FiJ(t)Ei, where F , Ei are known real
matrices with appropriate dimensions, and J(t) is a time-varying
matrix satisfying JT (t)J(t) ⩽ I .

By using product inference singleton fuzzifier, center-average
defuzzifier, the global dynamics of (1) can be inferred as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ(t) =

r∑
i=1

hi(θ (t))[(Ai +∆Ai)x(t) + Biω(t)]

z(t) =

r∑
i=1

hi(θ (t))Cix(t)

y(t) =

r∑
i=1

hi(θ (t))Lix(t)

(2)

where Fig (θg (t)) is the membership function. hi(θ (t)) =

µi(θ (t))∑r
i=1 µi(θ (t))

satisfying hi(θ (t)) ⩾ 0 (i = 1, 2, 3, . . .) and∑r
i=1 hi(θ (t)) = 1, µi(θ (t)) =

∏s
v=1 Fiv(θv(t)) denotes the nor-

malized membership function.

2.2. Event-triggered mechanism

A novel ETM will be given in this subsection, by which the
data-releasing events are generated according to the current sam-
pling data and the latest releasing data.

Define

y(tkh +∆h) = ϱy(tkh + lh) + (1 − ϱ)y(tkh) (3)

where ∆h = ϱlh with 0 ≤ ϱ ≤ 1 and l ∈ ςtk ≜ {0, 1, 2, . . . , lM}.
Obviously, y(tkh + ∆h) is an arbitrary value between y(tkh) and
y(tkh+lh). The filter input holds the value of y(tkh) till it is updated
by y(tk+1h) owing to the zero-order-hold (ZOH).

Define

ψ(t) = eT (t)Θe(t) − ι1yT (tkh)Θy(tkh)

+
ι2

2

[
yT (tkh)Θe(t) + eT (t)Θy(tkh)

]
(4)

where h is the sampling period, tkh is the data releasing instant,
ι1, ι2 are positive scalars, Θ > 0 is a weighting matrix, and
e(t) = y(tkh) − y(tkh +∆h).

The next releasing instant is determined by

tk+1h = tkh + lMh (5)

where lM = maxl∈ςtk {l| ψ(t) < 0}, that is, ψ(t) < 0 is an event-
triggering condition. When the condition is violated, the packet
at this instant is needed to release.
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Remark 1. If one sets ι2 = 0, the event triggering condition
ψ(t) < 0 reduces to

eT (t)Θe(t) < ι1yT (tkh)Θy(tkh) (6)

The format of (6) is the same as the one in [6] except the
definition of e(t). Unlike the existing definition on e(t) that, in
this study, is not an error between the value of current sampling
packet and the value of latest releasing packet, but an error
between the value of current sampling packet and y(tkh + ∆h)
which is defined in (3). By this new definition, spurious event of
data releasing due to the state with a jitter can be avoided greatly.
Furthermore, when the system is disturbed, a better control per-
formance can be achieved if the controller with more information
from the system. Under the proposed ETM, the second part in (4)
makes the ETM be sensitive with the state fluctuation, a bigger
data releasing rate may have when the system is disturbed, that
is, ι2 is a weight scalar to regulate the effect of this behavior.

From the above analysis, one can know that the packet at each
sampling instant should have a comparison with the one at the
latest releasing instant before preparing to transmit. To do so, we
partition the interval [tkh+τk, tk+1h+τk+1) into lM +1 segments,
where τk is the network induce delay at instant tk. Each segments
are denoted by χ l

tk = [tkh+ lh+τ lk, tkh+ lh+h+τ l+1
k+1). Obviously,

[tkh + τk, tk+1h + τk+1) = ∪
lM
l=0χ

l
tk with τ 0k = τk and τ lM+1

k = τk+1.
For t ∈ χ l

tk , we define d(t) = t − tkh − lh. It yields that

d ≤ dk ≤ d(t) ≤ h + d = dM (7)

where d = max{τk}, d = min{τk}.

2.3. Deception attacks

The adversary attempts to deteriorate the filtering perfor-
mance by injecting deception signal into the measurement out-
put through the communication network during the data trans-
mission. The measurement output under deception attacks is
modeled by

ỹ(t) = y(t) + σ (t). (8)

where σ (t) stands for the signal injected into the output by
adversaries, which satisfies ∥σ (t)∥2 ≤ ∥Wx(t)∥2, where W is a
matrix with appropriate dimension. Thus, we have

ỹ(tkh) =
1
ϱ
e(t) + ỹ(t − d(t))

=

r∑
i=1

hi(θ (tkh))[
1
ϱ
e(t) + σ (t − d(t)) + Lix(t − d(t))] (9)

Remark 2. To avoid being detected, the attack signals commonly
has an upper-bound. It is assumed that the injected attack is state
norm bounded as in (8). We can also model it as an intermittent
attack by borrowing the idea of sojourn probability [30]. For
simplicity, we only discuss the case with deterministic injection
attack.

We aim to design a resilient fuzzy filter. The j-th rule of the
fuzzy filter is described as follows:

Plant Rule j: If θ1(tkh) is Fj1, . . . , θm(tkh) is Fjm, then{
ẋf (t) = Afjxf (t) + Bfjỹ(tkh)
zf (t) = Cfjxf (t)

(10)

where xf (t) ∈ Rn is the filter state vector, zf (t) ∈ Rp is the output
of the filter. Afj, Bfj, Cfj are the filter coefficient matrices to be
designed.

The defuzzified output of (10) is represented as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ẋf (t) =

r∑
j=1

hj(θ (tkh))[Afjxf (t) + Bfjỹ(tkh)]

zf (t) =

r∑
j=1

hj(θ (tkh))Cfjxf (t)

(11)

For brevity, we use hi and gj to represent hi(θ (t)) and hj(θ (tkh)),
respectively, in the subsequent description. It is noticed that the
membership functions between hi and gj are mismatched due to
the network. Borrowing the idea in [31], we do the following
reasonable assumption

gj − κjhj ⩾ 0 (12)

with (0 < κj ⩽ 1).

2.4. The overall model

Definex̃(t) = [xT (t), xTf (t)]
T and ef (t) = z(t)−zf (t). We can get

the following augmented filtering error system:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

˙̃x(t) =

r∑
i=1

r∑
j=1

higj
[
Aijx̃(t) + B0je(t) + B1ijx(t − d(t))

+ B2jσ (t − d(t)) + B3iω(t)
]

ef (t) =

r∑
i=1

r∑
j=1

higjC0ijx̃(t)

(13)

by combining (2), (9) and (11), where Aij = A0ij + A1ij and

A0ij =

[
Ai 0
0 Afj

]
, A1ij =

[
∆Ai 0
0 0

]
, B0j =

[
0

1
ϱ
Bfj

]
, B1ij =

[
0

BfjLi

]
,

B2j =

[
0
Bfj

]
, B3i =

[
Bi
0

]
, C0ij =

[
Ci −Cfj

]
,H =

[
I 0

]
The design problems of H∞ filter can be summarized as the

following conditions:
(1) Ensure that the filtering error system (13) is asymptotically
stable when ω(t) = 0.
(2) Under zero initial conditions, making the l2 norm of the
transfer function from disturbance to estimation error smaller
than the given constant γ , that is: ∥ef (t)∥2 < γ ∥ω(t)∥2.

Next, we will introduce some lemmas to help us deriving the
subsequent theorem.

Lemma 1 ([32]). Extended Wirtinger’s Inequality: For R = RT > 0,
we have∫ b

a
ẋT (s)Rẋ(s)ds ≥

1
b − a

[
Ω1
Ω2

]T [
R 0
0 3R

][
Ω1
Ω2

]
(14)

where Ω1 = x(b) − x(a) , Ω2 = x(b) + x(a) −
2

b−a

∫ b
a x(s)ds

Lemma 2 ([30,33,34]). Define Υ1 and Υ2 as appropriate dimen-
sioned real matrices. Then, for any given scalar ε > 0 and matrix
J(t) satisfying J(t)T J(t) ≤ I , the following inequality holds:

Υ1J(t)Υ2 + Υ T
2 J(t)TΥ T

1 ≤
1
ε
Υ1Υ

T
1 + εΥ T

2 Υ2 (15)

3. Main results

In this section, sufficient conditions will be developed in The-
orem 1 for ensuring asymptotically stable and H∞ performance
of filtering error system with cyber-attacks. The filter design
conditions will be presented in Theorem 2.



Please cite this article as: Z. Gu, X. Zhou, T. Zhang et al., Event-triggered filter design for nonlinear cyber–physical systems subject to deception attacks. ISA Transactions
(2019), https://doi.org/10.1016/j.isatra.2019.02.036.

4 Z. Gu, X. Zhou, T. Zhang et al. / ISA Transactions xxx (xxxx) xxx

Theorem 1. For given positive scalars ρ, ι1, ι2, d and dM , the
system (13) with mismatched membership functions satisfying (12)
is asymptotically stable with an H∞ performance index γ , if there
exists positive scalar ε, matrices P > 0,Θ > 0,Qi > 0, R >

0, Ri > 0 and matrices Υi,Nj,Mj (i = 1, 2, . . . , r, j = 1, 2) with
appropriate dimensions such that:

Ψ a
ij − Υi < 0, (i, j = 1, 2, . . . , r) (16)

κjΨ
a
ij + κiΨ

a
ji − κjΥi − κiΥj + Υi + Υj < 0, (i ≤ j) (17)

where

Ψ a
ij =

⎡⎢⎣Ψ
ij
11 ∗ ∗

Ψ
ij
21 Ψ22 ∗

Ψ a
31 0 −R2

⎤⎥⎦ , (i = 1, 2, . . . , r; a = 1, 2)

Ψ
ij
11 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ψ1ij ∗ ∗ ∗ ∗ ∗ ∗ ∗

−2R1H Ψ2 ∗ ∗ ∗ ∗ ∗ ∗

6R1H 6R1 −12R1 ∗ ∗ ∗ ∗ ∗

0 0 0 Ψ3 ∗ ∗ ∗ ∗

B
T
0jP 0 0 0 −ϖ1Θ ∗ ∗ ∗

B
T
1ijP N2 − NT

1 0 MT
2 − M1 0 Ψ4 ∗ ∗

B
T
2jP 0 0 0 0 0 −I ∗

B
T
3iP 0 0 0 0 0 0 −γ 2I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ψ1ij = A
T
0ijP + HTQ1H + PA0ij + HTQ2H − 4HTR1H,

Ψ2 = −Q1 − 4R1 + N1 + NT
1 ,

Ψ3 = −Q2 − M2 − MT
2 ,

Ψ4 = −N2 − NT
2 + M1 + MT

1 ,

Ψ
ij
21 =

[
ΦT

1ij ΦT
2ij ΦT

3i ΦT
4 ΦT

5i ΦT
6i

]T
,

Ψ22 = diag{−2ρ + ρ2R,−I,−2ρ + ρ2Θ,−I,−εI,−εI},

Ψ 1
31 =

[
0

√
dM − dNT

1 0 0 0
√
dM − dNT

2 0 0
]
,

Ψ 2
31 =

[
0 0 0

√
dM − dMT

2 0
√
dM − dMT

1 0 0
]
,

Φ1ij =
[
HA0ij 0 0 0 HB0j HB1ij HB2j HB3i

]
,

Φ2ij =
[
C0ij 0 0 0 0 0 0 0

]
,

Φ3i =
[
0 0 0 0 (ϖ3 +

ϖ2
ϱ
)I ϖ2Li ϖ2I 0

]
,

Φ4 =
[
0 0 0 0 0 WH 0 0

]
,

Φ5i =
[
F̃ T
i P 0 0 0 0 0 0 0

]
,

Φ6i =
[
εẼi 0 0 0 0 0 0 0

]
,

R = d2HTR1H + (dM − d)HTR2H, Ẽi =
[
Ei 0

]
, F̃ =

[
F T 0

]T
,

ϖ1 = 1 +
ι22

4ι1
,ϖ2 =

√
ι1,ϖ3 =

4ι1 + ι2

2
√
ι1

Proof. Choose a Lyapunov–Krasovskii candidate as

V (t) = V1(t) + V2(t) + V3(t) (18)

where

V1(t) = x̃T (t)Px̃(t)

V2(t) =

∫ t

t−d
x̃T (s)HTQ1Hx̃(s)ds +

∫ t

t−dM

x̃T (s)HTQ2Hx̃(s)ds

V3(t) = d
∫ t

t−d

∫ t

s

˙̃xT (v)HTR1H ˙̃x(v)dvds

+

∫ t−d

t−dM

∫ t

s

˙̃xT (v)HTR2H ˙̃x(v)dvds

Taking derivative on Vi(t), for i = 1, 2, 3, one can obtain

V̇ (t) =

r∑
i=1

r∑
j=1

higj
{
2 ˙̃xT (t)Px̃(t) + x̃T (t)HTQ1Hx̃(t)

− x̃T (t − d)HTQ1Hx̃(t − d)
}

+

r∑
i=1

r∑
j=1

higj
{
x̃T (t)HTQ2Hx̃(t)

− x̃T (t − dM )HTQ2Hx̃(t − dM )
}

+

r∑
i=1

r∑
j=1

higj
{
d21 ˙̃x

T (t)HTR1H ˙̃x(t)

+ (dM − d) ˙̃xT (t)HTR2H ˙̃x(t)
}

−

r∑
i=1

r∑
j=1

higj

{
d
∫ t

t−d

˙̃xT (s)HTR1H ˙̃x(s)ds

−

∫ t−d

t−dM

˙̃xT (s)HTR2H ˙̃x(s)ds
}

+

r∑
i=1

r∑
j=1

higj

{
2ξ T (t)N

[
x̃(t − d) − x̃(t − d(t))

−

∫ t−d

t−d(t)

˙̃x(s)ds
]}

+

r∑
i=1

r∑
j=1

higj

{
2ξ T (t)M

[
x̃(t − d(t)) − x̃(t − dM )

−

∫ t−d(t)

t−dM

˙̃x(s)ds
]}

where N =
[
0 NT

1 0 0 0 NT
2 0 0 0

]T and M =[
0 0 0 MT

2 0 MT
1 0 0 0

]T , and ξ (t) = [x̃T (t) x̃T (t −

d)HT 1
d

∫ t
t−d x̃

T (t)HTds x̃T (t − dM )HT eT (t) xT (t − d(t)) σ T (t −

d(t)) ωT (t)]T .

From Lemma 1, we have

− d
∫ t

t−d

˙̃xT (s)HTR1H ˙̃x(s)ds

≤

[
ξ (t)T1
ξ (t)T2

]T [
HTR1H 0

0 3HTR1H

][
ξ (t)T1
ξ (t)T2

]
(19)

where T1 =
[
I −I 0 0 0 0 0 0

]
,

T2 =
[
I I −2I 0 0 0 0 0

]
.

Using Lemma 2 and taking uncertain parameters into account,

we have

x̃T (t)A
T
1ijPx̃(t) + x̃T (t)PA1ijx̃(t)

= x̃T (t)ẼT
i J

T (t)F̃ T
i Px̃(t) + x̃T (t)PF̃iJ(t)Ẽix̃(t)

≤ εx̃T (t)ẼT
i Ẽix̃(t) +

1
ε
x̃T (t)PF̃iF̃ T

i Px̃(t) (20)

It is true that (Θ − ρ−1I)Θ−1(Θ − ρ−1I) ≥ 0 [35]. Then

−Θ−1 ⩽ −2ρI + ρ2Θ (21)
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Notice that

−2ξ T (t)N
∫ t−d

t−d(t)

˙̃x(s)ds ≤ (d(t) − d)ξ T (t)HR−1
2 HT ξ (t)

+

∫ t−d

t−d(t)

˙̃xTHT (s)R2H ˙̃x(s)ds

− 2ξ T (t)M
∫ t−d(t)

t−dM

˙̃x(s)ds ≤ (dM − d(t))ξ T (t)HR−1
2 HT ξ (t)

+

∫ t−d(t)

t−dM

˙̃xT (s)HTR2H ˙̃x(s)ds

(22)

The event triggering condition in (4) is equivalent to

ϖ1eT (t)Θe(t) ≤ [ϖ2y(tkh) +ϖ3e(t)]T Θ [ϖ2y(tkh) +ϖ3e(t)]
(23)

Recalling the definition of deception attacks in Section 2.3, it
follows that

σ T (t − d(t))σ (t − d(t)) ⩽ x̃T (t − d(t))HTW TWHx̃(t − d(t)) (24)

Combining (19)–(24), one can obtain

V̇ (t) + eTf (t)ef (t) − γ 2ωT (t)ω(t) ⩽
r∑

i=1

r∑
j=1

higjξ T (t)Ψ̂ijξ (t)

(25)

where Ψ̂ij = Ψ
ij
11 + Ψ

ij
21

T
Ψ −1

22 Ψ
ij
21 + (d(t) − d)NR−1

2 NT
+ (dM −

d(t))MR−1
2 MT .

Taking arbitrary slack matrix Υi into account (Υi = Υ T
i ),

r∑
i=1

r∑
j=1

hi(hj − gj)Υi =

r∑
i=1

hi(
r∑

j=1

hj −

r∑
j=1

gj)Υi = 0 (26)

Then, it follows that
r∑

i=1

r∑
j=1

higjξ T (t)Ψ̂ijξ (t)

=

r∑
i=1

r∑
j=1

higjξ T (t)Ψ̂ijξ (t)

+

r∑
i=1

r∑
j=1

hi(hj − gj + κjhj − κjhj)ξ T (t)Υiξ (t)

=

r∑
i=1

r∑
j=1

hihjξ
T (t)(κjΨ̂ij − κjΥi + Υi)ξ (t)

+

r∑
i=1

r∑
j=1

hi(gj − κjhj)ξ T (t)(Ψ̂ij − Υi)ξ (t)

⩽

r∑
i=1

h2
i ξ

T (t)(κiΨ a
ii − κiΥi + Υi)ξ (t)

+

r∑
i=1

hi(gj − κjhj)ξ T (t)(Ψ̂ij − Υi)ξ (t)

+

r∑
i=1

∑
i<j

ξ T (t)(κjΨ̂ij + κiΨ
a
ji − κjΥi − κiΥj + Υi + Υj)ξ (t)

Using Schur complement to (16) and (17) and the Lemma
in [36] for (25), one can know that (16) and (17) are sufficient
conditions to guarantee

∑r
i=1

∑r
j=1 higjξ T (t)Ψ̂ijξ (t) < 0, which

implies that

V̇ (t) + eTf (t)ef (t) − γ 2ωT (t)ω(t) < 0 (27)

Under the zero initial condition, when ω(t) ̸= 0, one can
obtain ∥ef (t)∥2 < γ ∥ω(t)∥2. Besides, the asymptotic stability of
the system is guaranteed with ω(t) = 0. The proof is complete.

Based on the results of Theorem 1, we are in position to design
the filter next.

Theorem 2. For given positive scalars ρ, ι1, ι2, d and dM , the
system (13) with mismatched membership functions satisfying (12)
is asymptotically stable with an H∞ performance index γ , if there
exists positive scalar ε, matrices P1 > 0, Y > 0,Θ > 0,Qi >
0, Ri > 0, and matrices Āfi, B̄fi, C̄fi, Y Υ̃i,Nj,Mj (i = 1, 2, . . . , r, j =

1, 2) with appropriate dimensions such that

Ψ̃ a
ij − Υ̃i < 0, (i, j = 1, 2, . . . , r) (28)

κjΨ̃
a
ij + κiΨ̃

a
ji − κjΥ̃i − κiΥ̃j + Υ̃i + Υ̃j < 0, (i ≤ j) (29)

P1 − Y > 0 (30)

where

Ψ̃ a
ij =

⎡⎢⎣Ψ̃
ij
11 ∗ ∗

Ψ̃
ij
21 Ψ22 ∗

Ψ̃ a
31 0 −R2

⎤⎥⎦ , (i = 1, 2, . . . , r, a = 1, 2),

Ψ̃
ij
11 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ψ̃1ij ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

ĀT
fj + Y TAi ĀT

fj + Āfj ∗ ∗ ∗ ∗ ∗ ∗ ∗

−2R1 0 Ψ2 ∗ ∗ ∗ ∗ ∗ ∗

6R1 0 6R1 −12R1 ∗ ∗ ∗ ∗ ∗

0 0 0 0 Ψ3 ∗ ∗ ∗ ∗

B̄T
fj

ϱ

B̄T
fj

ϱ
0 0 0 −ϖ1Θ ∗ ∗ ∗

LT B̄T
fj LT B̄T

fj N2 − NT
1 0 MT

2 − M1 0 Ψ4 ∗ ∗

B̄T
fj B̄T

fj 0 0 0 0 0 −I ∗

BT
i P BT

i Y 0 0 0 0 0 0 −γ 2I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ψ̃1ij = Q1 + Q2 − 4R1 + AT
1P + PA1,

Ψ2 = −Q1 − 4R1 + N1 + NT
1 ,

Ψ3 = −Q2 − M2 − MT
2 ,

Ψ4 = −N2 − NT
2 + M1 + MT

1 ,

Ψ̃
ij
21 =

[
Φ̃T

1ij Φ̃T
2ij Φ̃T

3i Φ̃T
4ij Φ̃T

5i Φ̃T
6i

]T
,

Ψ̃ 1
31 =

[
0 0

√
dM − dNT

1 0 0 0
√
dM − dNT

2 0 0
]
,

Ψ̃ 2
31 =

[
0 0 0 0

√
dM − dMT

2 0
√
dM − dMT

1 0 0
]
,

Φ̃1ij =
[
Ai 0 0 0 0 0 0 0 Bi

]
,

Φ̃2ij =
[
Ci −C̄fj 0 0 0 0 0 0 0

]
,

Φ̃3i =
[
0 0 0 0 0 (ϖ3 +

ϖ2
ϱ
)I ϖ2Li ϖ2I 0

]
,

Φ̃4 =
[
0 0 0 0 0 0 WH 0 0

]
,

Φ̃5i =
[
F T
i P1 0 0 0 0 0 0 0 0

]
,

Φ̃6i =
[
Ei 0 0 0 0 0 0 0 0

]
,

Moreover, the gains of the filter are given by[
Afj Bfj

Cfj 0

]
=

[
P−1
2 ĀfjP−T

2 P3 P−1
2 B̄fj

C̄fjPT
2 P3 0

]
Proof. Partition the matrix P as

P =

[
P1 P2
∗ P3

]
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Fig. 1. The filtering error ef (t).

Fig. 2. The releasing instant and its interval.

and define ∃1 =

[
I 0
0 P2P−1

3

]
and Y = P2P−1

3 PT
2 .

Since P > 0, it follows that P1 > 0 and (30) holds.
Defining ∃ = diag{∃1, I, I, I, I, I, I, I, I, I, I, I, I, I}, then pre-

and post-multiplying both sides of (16) and (17) by ∃ and ∃
T ,

respectively, we have (28) and (29) by defining⎧⎪⎨⎪⎩
Āfj = P2AfjP−1

3 PT
2

B̄fj = P2Bfj

C̄fj = CfjP−1
3 PT

2

(31)

This completes the proof.

4. Simulation examples

This section aims to demonstrate the effectiveness of the
proposed data-releasing scheme and the method of resilient filter
design for the system with data injection attacks.

Example 1. Consider the T-S fuzzy-model based nonlinear sys-
tem with the following parameters:

A1 =

[
−2.1 0.1
1 −1

]
, B1 =

[
1

−0.2

]
, L1 =

[
1 2

]
,

Fig. 3. Tunnel diode circuit.

C1 =
[
0.5 −2

]
,

A2 =

[
−1.9 0.1
−0.2 −1.1

]
, B2 =

[
0.3
0.1

]
, L2 =

[
0.5 −0.6

]
,

C2 =
[
−0.2 0.3

]
Suppose H∞ performance level is γ = 5, and the bound of

time induced delay are d = 4 ms, d = 20 ms, the sampling
period h = 0.01s; Select ρ = 0.1, κ = 0.75, ϱ = 0.3 and

F1 = F2 =

[
0

−0.5

]
, E1 = E2 =

[
0 0.3

]
. One can obtain the

weight matrices of the proposed ETM in (4) and the filter gains
in (11) are

Θ1 = 9.7551,Θ2 = 9.1332,

Af 1 =

[
−7.9469 6.9887
6.8788 −15.6580

]
, Bf 1 =

[
−0.0154
−0.0502

]
,

Cf 1 =
[
0.4494 0.3088

]
,

Af 2 =

[
−6.3002 0.1960
0.1920 −6.7582

]
, Bf 2 =

[
−0.0002
−0.0081

]
,

Cf 2 =
[
0.0135 0.0039

]
Suppose the disturbance is

ω(t) =

{
0.5e−0.03t sin(0.05t), t ∈ [10, 15]
0, others

and the membership functions are: h1(θ (t)) = sin2 t, h2(θ (t)) =

cos2 t . The initial state are assumed as x(0) =
[
0.1 −0.2

]T ,
xf (0) =

[
−3 1

]T , and the attacks satisfy ∥σ (t)∥2 ≤ ∥Wx(t)∥2

with W =

[
0.6 0
0 0.4

]
.

Fig. 1 shows the filtering error ef (t), from which one can see
that the filter is performed well even when the system is compro-
mised by the cyber-attackers. Fig. 2 depicts the releasing instants
and the intervals of ETM. A large amount of ‘‘unnecessary’’ data
are discarded due to the designed ETM. The average releasing
period is up to 0.2243 s, which is more than 5 times the sampling
period h = 0.01 second. The communication and computation
resources are accordingly saved. It should be noted that the mean
data-releasing rate during the attacks or disturbances (10–15 s)
is obviously more than the one in other periods owing to the
proposed ETM, which can be seen clearly in Fig. 2.

Example 2. This example considers a tunnel diode circuit shown
in Fig. 3, and its dynamic can be described as follows [37,38]:

iD(t) = 0.002vD(t) + 0.01v3D(t) (32)
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Define x1(t) = vc(t) and x2(t) = iL(t). Then, the following
equation can be obtained:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Cẋ1(t) = −0.002x1(t) − 0.01x31(t) + x2(t)
Lẋ2(t) = −x1(t) − Rx2(t) + ω(t)
y(t) = x1(t)
z(t) = x1(t)

(33)

The parameters in the circuit are given as C = 20 mF, L =

1000 mF, R = 10Ω , ω(t) is the disturbance noise, y(t) is the
measurement output, z(t) is the controlled output. Assume |x1| ≤

3, the nonlinear networked system (33) can be approximated by
2 rules T–S fuzzy model with the format of (2) whose parameters
are given by

A1 =

[
−0.1 50
−1 −10

]
, B1 =

[
0
1

]
, L1 =

[
1 0

]
, C1 =

[
1 0

]
,

A2 =

[
−4.6 50
−1 −10

]
, B2 =

[
0
1

]
, L2 =

[
1 0

]
, C2 =

[
1 0

]
.

and the membership functions are as follows

h1(θ (t)) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 + 3

3
, −3 ≤ x1 ≤ 0

3 − x1
3

, 0 < x1 ≤ 3

0 elsewhere
h2(θ (t)) = 1 − h1(θ (t))

Let γ = 4. The other parameters are the same as in Example 1.
The event-triggered matrices and the filter parameters can be
obtained from Theorem 2 as follows

Θ1 = 9.3957,Θ2 = 9.0878,

Af 1 =

[
−1.0634 0.2145
0.2162 −106.8381

]
, Bf 1 =

[
−0.0254
0.0002

]
,

Cf 1 =
[
−1.0263 −0.0026

]
,

Af 2 =

[
−3.4760 1.2745
1.2724 −17.2073

]
, Bf 2 =

[
−0.0163
−0.0032

]
,

Cf 2 =
[
−0.8982 −0.0836

]
We assume the external disturbance is ω(t) = 0.2e−0.03(t−5)

sin(0.05t), and the initial states are x(0) =
[
0.2 −0.8

]T , xf (0) =[
0 0

]T . The cyber-attack is shown in Fig. 4, which follows the
variation of the state. Using the proposed method yields the
response of filtering error shown in Fig. 5. It can be seen that
the estimation works well although the network is under the
deception attack. 269 of 1000 data packets are released into the
network, and the others are discarded. It illustrates that the pro-
posed ETM is effective to reduce the utilization of communication
bandwidth, while guaranteeing the performance of the filter.

5. Conclusion

This paper concerned with H∞ filter design for T–S fuzzy
systems with event-triggered mechanism and deception attacks.
An novel event-triggered mechanism has been studied. The mean
data-releasing rate over the entire simulation period using the
proposed ETM can be greatly reduced, compared to the one
using TTM. Moreover, the data-releasing rate during the system
subject to disturbances and attacks is higher than the one over
the other periods. As a result, more information can be achieved
to compensate external variations. Sufficient conditions has been
proposed to ensure H∞ performance of filtering error system. In
the end, simulation examples are proposed to demonstrate the
usefulness of the proposed method.

Fig. 4. The deception attack.

Fig. 5. The filtering error xf (t).
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